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The opinion in support of the decision being entered today (1) was not witten
for publication in a law journal and (2) is not binding precedent of the Board.
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DECI SI ON ON APPEAL

This is a decision on the appeal under 35 U.S.C. § 134

fromthe final rejection of clains 1-10. The appellants filed

! The application, entitled “Trai ned Neural Network Engine
| dl e Speed Control System” was filed February 5, 1996.
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an anmendnent after final rejection on April 14, 1998, which

was entered. W affirmin-part.
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BACKGROUND

The invention at issue in this appeal controls the idle
speed of an engine. Mre specifically, it enploys an
el ectroni c engi ne control nodul e executing a neural network
programto control an internal conbustion engine. An external
trai ning processor derives wei ght values, which determ ne the
manner in which network signals are conbined. The weights are

stored in a data structure.

Claim 1, which is representative for our purposes,
fol |l ows:

1. Apparatus for controlling the idle speed of an
i nternal conbustion engine, said engine including an
ignition timng control and a throttle, said
appar atus conprising, in conbination:
sensi ng neans coupled to said engine for
producing a plurality of input signal values, each
of which is indicative of a corresponding one of a
plurality of engine operation conditions, said
conditions including engine speed and the rate at
which intake air is being delivered to said engine,
data storage neans for storing a neural network
definition data structure which defines a neural
networ k, said structure including:
signal val ue data defining said input
signal values and the val ues of signals being
processed by said neural network, and
wei ght val ues governing the manner in which
signals are conbined within said neural network,
and
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processi ng nmeans consisting of a electronic
engi ne control m croprocessor and program storage
means for storing instructions executable by said
processor, said processing neans including:
means responsive to said signal value data
in said data structure for performng a generic
neural network routine for conbining selected
signal values to produce and store new signa
values in said data structure in accordance with
said weight values in said data structure, and
out put means coupled to said throttle and
responsive to one or nore of said new signa
val ues for controlling the speed of said engine,
and
second out put neans coupled to said
ignition timng control and responsive to one or
nmore of said new signals for generating a second
out put signal for controlling the ignition
timng of said engine.

The references relied on by the patent exam ner in

rejecting the clains foll ow

Onari et al. (Onari) 4,899, 280 Feb. 6,
1990
Ishii et al. (Ishii) 5,410, 477 Apr. 25,
1995.

Clainms 1-10 stand rejected under 35 U . S.C. 8§ 103 as
obvi ous over Ishii in view of Onari. Rather than repeat the

argunents of the appellants or exam ner in toto, we refer the
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reader to the appeal and reply briefs and the exam ner’s

answer for the respective details thereof.

OPI NI ON
In reaching our decision in this appeal, we considered

the subject matter on appeal and the rejection and evi dence
advanced by the exam ner. W also considered the appellants’
and exam ner’s argunments. After considering the record

before us, it is our view that the evidence and | evel of skil
in the art would have suggested to one of ordinary skill in
the art the invention of claim1 but not that of clainms 2-10.

Accordingly, we affirm in-part.

We begin our consideration of the obviousness of the
clains by finding that the references represent the |evel of

ordinary skill in the art. See In re GPAC Inc., 57 F.3d 1573,

1579,

35 USPQ2d 1116, 1121 (Fed. Cir. 1995) (finding that the Board
of Patent Appeals and Interference did not err in concluding
that the level of ordinary skill in the art was best

determ ned by the references of record); Inre QCelrich, 579
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F.2d 86, 91, 198 USPQ 210, 214 (CCPA 1978) ("[T]he PTO usual |y
must evaluate ... the level of ordinary skill solely on the
cold words of the literature."). O course, every patent
application and reference relies to sone extent upon know edge
of persons skilled in the art to conplenent that which is

di sclosed therein. In re Bode, 550 F.2d 656, 660, 193 USPQ
12, 16 (CCPA 1977). Persons skilled in the art, noreover,

nmust be presumed to know sonet hing about the art apart from

what the references discl ose. In re Jacoby, 309 F.2d 513,

516, 135 USPQ 317, 319 (CCPA 1962). Wth this in mnd, we
address the appellants’ argunents regardi ng the obvi ousness of

claiml1l and of clains 2-10.

Qbvi ousness of Caiml

The appel l ants make two basi c argunents regarding claim
1. These will be addresses seriatim First, the appellants
all ege that there is “no disclosure whatever in Ishi
concerning the use of a data structure to define and inpl enent
the neural network.” (Appeal Br. at 10.) During patent

exam nation, pending clains nust be given their broadest
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reasonable interpretation. Limtations fromthe specification

are not to be read into the cl ai ns. In re Van Geuns, 988 F. 2d

1181, 1184, 26 USPQ2d 1057, 1059 (Fed. Cr. 1993); In re
Prater, 415 F.2d 1393, 1404, 162 USPQ 541, 550 (CCPA 1969).
Gving the claimits broadest reasonable interpretation, we
find that the prior art would have suggested the data
structure. A data structure is nerely “[a]n organizationa
schenme, such as a record or an array, applied to data so that
it can be interpreted and so that specific operations can be

performed upon that data.” Mcrosoft Press Conputer

Dictionary: The Conprehensive Standard for Busi ness, School,

Library, and Hone 110 (2d ed. 1994).

| shii discloses a control systemfor an autonotive
vehicle. Col. 1, Il. 8-9. As recognized by the appellants,
(Appeal Br. at 9), the systemcan be used to control the
vehicle s engine. The appellants admt that the systenis
driving environnment index predicting section “is inplenented

with a neural network ....” (Ld.)



Appeal No. 99-0717 Page 8
Application No. 08/597, 095

Li ke nost neural networks, Ishii’s neural network is
defined and i npl emented by an array of weight data w, - w,.

Fig. 3B (depicting weights w, - w). The array is a data

structure.
Operations are perfornmed upon the array to alter, i.e., learn,
t he value of the weight data. Col. 5, |l. 3-7, 20-22. The

array is stored in a read-only-nenory to be handled within
the control system col. 8, |Il. 59-61, i.e., to be interpreted
and to have specific operations can be performed upon the
data. Alternatively, as recognized by the appellants, (Appeal
Br. at 10), the array can be stored in a flash nenory.
Therefore, we find that the references woul d have suggested

the data structure to define and inplenment the neural network.

Second, al though they recognize that Ishii teaches the
driving environnment index predicting section, the appellants
opine that it “appears” that the section is not inplenented
with an “electronic engine control mcroprocessor.” (Appeal
Br. at 10.) W find that the prior art would have suggested

the el ectronic engine control m croprocessor.
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As recogni zed by the appellants, (l1d. at 9), Ishii
teaches that a “dedicated arithmetic chip for neuron or
digital signal processor nay be enployed’” to perform
envi ronnmental index prediction in the control system Col. 5,
[1. 40-41. The reference invites substitution for the
dedi cat ed hardware, however, by teaching that “other nmeans for
hi gh speed arithnetic operation is [sic] also effective.” 1d.

at 42-43.

Oficial notice is taken that the use of m croprocessors
to performhigh speed arithnetic operations was old and wel |
knowmn at the tine the invention was nade in the art of
control systens. At that tinme, it would have been obvious to
a person having ordinary skill in the art to substitute a
m croprocessor for the dedicated arithnetic chip or digital
signal processor of Ishii. The notivation to do so would have
been to facilitate frequent changes to, i.e., reprogramm ng
of, the control system Therefore, we find that the prior art
woul d have suggested the el ectronic engi ne control
m croprocessor. Accordingly, we affirmthe rejection of claim

1 under 35 U.S.C. § 103.
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Qobvi ousness of dains 2-10

Regarding clains 2-10, the appellants assert that there
is “nothing which teaches, suggests, or inplies Applicants’
‘external training processor’ ...." (Appeal Br. at 11.) In
rejecting clainms under 35 U . S.C. § 103, the patent exam ner

bears the initial burden of establishing a prinma facie case of

obvi ousness. A prinmm facie case is established when the

teachings fromthe prior art itself would appear to have

suggested the clainmed subject matter to a person of ordinary

skill inthe art. |If the examner fails to establish a prima
faci e case, an obviousness rejection is inproper and will be

overturned. Inre R jckaert, 9 F.3d 1531, 1532, 28 USPQd

1955, 1956 (Fed. Cir. 1993).

Here, the examner fails to identify any teaching or
suggestion of an external training processor in the prior art.
In fact, the exam ner does not even nention the term “external

training processor” in his rejection. Although Ishii teaches
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“an environnent index |earning section,” col. 5, Il. 13-15, it
is unclear whether the section is inplenmented external to the
el ectroni c engine control mcroprocessor. It is also unclear

whet her the section is inplenented as a processor.

Therefore, we find the exam ner’s rejection does not

anmount to a prima facie case of obvi ousness. Because t he

exam ner has not established a prim facie case, the rejection

of the clainms is inproper. Accordingly, we reverse the

rejection of clainms 2-10 under 35 U . S.C. § 103.

We end our consideration of the obviousness of the clains
by concluding we are not required to raise or consider any
i ssues not argued by the appellants. Qur review ng court
stated, “[i]t is not the function of this court to exam ne the
clainms in greater detail than argued by an appellant, |ooking

for nonobvious distinctions over the prior art.” [In re Baxter

Travenol Labs., 952 F.2d 388, 391, 21 USPQ2d 1281, 1285 (Fed.

Cr. 1991).
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37 CF.R 8§ 1.192(a), as anended at 62 Fed. Reg. 53131
(Cct. 10, 1997), effective Dec. 1, 1997, was controlling when

the appeal brief was filed. Section 1.192(a) stated as

foll ows.
The brief . . . must set forth the authorities and
argunments on which the appellant wll rely to
mai ntain the appeal. Any argunents or authorities

not included in the brief may be refused
consideration by the Board of Patent Appeals and
I nterferences, unless good cause is shown.

Also at the tinme of the brief, 37 CF.R 8 1.192(c)(8)(ivV)
stated as foll ows.

For each rejection under 35 U. S.C. 103, the argunent
shal | specify the errors in the rejection and, if
appropriate, the specific limtations in the
rejected clains which are not described in the prior
art relied on in the rejection, and shall explain
how such Iimtations render the clainmed subject
mat t er unobvi ous over the prior art. |If the
rejection is based upon a conbination of references,
the argunent shall explain why the references, taken
as a whol e, do not suggest the clainmed subject
matter, and shall include, as may be appropriate, an
expl anation of why features disclosed in one
reference may not properly be conbined wth features
di scl osed in another reference. A general argunent
that all the [imtations are not described in a
single reference does not satisfy the requirenents
of this paragraph.
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In sunmary, section 1.192 provides that just as the court is
not under any burden to raise or consider issues not argued by
the appellants, the Board of Patent Appeals And Interferences

is also not under any such burden.

CONCLUSI ON

To summari ze, the decision of the exam ner to reject
claim1 under 35 U S.C. 8 103 is affirnmed. H s decision to
reject clainms 2-10 under 8 103 is reversed. Accordingly, we

affirmin-part.
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No time period for taking subsequent action in connection

with this appeal nay be extended under 37 CF.R 8§ 1.136(a).

AFFI RVED- | N- PART

KENNETH W HAI RSTON
Adm ni strative Patent Judge

BOARD OF PATENT

M CHAEL R FLEM NG APPEALS
Adm ni strative Patent Judge AND
| NTERFERENCES

LANCE LEONARD BARRY
Adm ni strative Patent Judge

N N N N N N N N N N N N N N



Appeal No. 99-0717
Application No. 08/597, 095

LLB/ ki s

CHARLES G CALL

BANNER & ALLEGRETTI, LTD.
TEN SOUTH WACKER DRI VE
CH CAGO, IL 60606

Page 15






